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Kapuords: We update the XWE T Del f structiunsd sxpert judg ment databhese with data from 33 profess onally contracted
® : : Expert Jedgment Clessioa] Maodel studies conduded between 2006 and Manch 2015 to evalmte its peformance relative o other
O SO n’ Iga I 0y a n Oge r . ':h"'“’;“w“n expert aggregation models We hriefly review altemative mathematical aggregation schemes, induding
- harmonic weighting, before foowing on linear poaling of expert julgments with eual weights and

. . Ol el rerformance-hased weights Perfonmance weighting outperfonms squal weighting in all but 1 of the 33 studies
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techniques that split calibmtion questions into 2 trining and test set are used instesd. Performance weig hting

. . ) inmrs an “out-of-sample penalty” and its statistical acoracy ouwt-ofsample i lower than that of equal

J u d g m e nts W I t h t h e C I a SS I Ca I M O d e I . weighting. However, as a function of training set size, the statistical scowracy of performemce-hesed

combinations reaches 75% of the equal weight value when the tmining set indwles 80% of clibation

. . . variahles. At this point the training ==t is sufficently powerful to resolve differences in indiddual expert

Re Vle W Of En Vlron m en tal Econ Omlcs performance. The information of performence-hessd combimetions is douhle that of sgue] weighting when the

training ==t is at kst 50% of the set of @libetion varzbles Previous outof-=mple validetion work used a

- . Tatal Cut-of-Sample Validity Index hassd on 21l splits of the @lihation questions into training amd test subasts,

which is expensive to compuie and inchides small trining se=ts of dubious value. As an abemative, we propase

an d PO II Cy' FO rt h CO m I n g ° an Ont-of Sample Walidity Index based on averaging the product of statistical accuracy 2nd information over all

training sets sized at 8% of the calibation s=t. Perivrmanes weighting outperforms egual weigting on this

Out-of-Sample Validity Index in 26 of the 33 post-2006 studies; the probability of 26 or more sucosses on 33
trials if there were no difference hetwesn performance weghting amd squal weighting is 0.001.




What is 7

A method to combine and validate experts’ quantifications of uncertainty
* It’'s NOT a method to coerce agreement between the experts
 The method has been used by WHO, EU, EPA, NOAA, NASA, etc.

* In the classical model, experts answer 2 types of questions:
e Calibration (aka “seed”) questions
* Variables of interest

e With calibration variables, any expert (or combination of experts) can be
treated like a statistical hypothesis.

* Experts’ assessments are weighted according to performance and combined.



An example question

In the United States in 2012, how many of the 4,104 tested E. coli

isolates included in data from The Surveillance Network (TSN) were
resistant to fluoroquinolones?
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An example question

In the United States in 2012, how many of the 4,104 tested E. coli

isolates included in data from The Surveillance Network (TSN) were
resistant to fluoroquinolones?

410 615 820 X 1435 2460__

5% 25% 50% 75% 95%

True value: 1,230



expert performance

* Do the expert’s assessments capture the true values at the expected
frequency?

* P-value of a statistical test of the expert’s hypotheses

* How concentrated is the assessment, relative to a background
measure?

* The background measure normally uniform with a 10% overshoot
range.
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We review the applications of structured expert judgment uncertainty quantification using the “classical model” developed at the Delft
University of Technology over the last 17 years [Cooke RM. Experts in uncertainty. Onford: Owford University Press; 1991; Expert
judgment study on atmospheric dispersion and deposition. Report Faculty of Technical Mathematics and Informatics Mo .01-81, Delft
University of Technology; 1991]. These involve 45 expert pancls, pertormed under contract with problem owners who reviewed and
approved the results. With a few exceptions, all these applications involved the use of seed variables; that &, variables from the experts
ama of expertise for which the true values are available post hoc. Seed variables are used to (1) measure expert performance, (2) enable
performance-based weightad combination of experts’ distributions, and (3) evaluate and hopefully validate the resulting combination or
“decision maker”. This article reviews the classical model for structured expert judgment and the performance measures, reviews
applications, comparing performance-based decision makers with “equal weight™ decision makers, and collects some lessons learned.
) 2007 Elsevier Ltd. All rights reserved.
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Statistical accuracy of 322 experts
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Number of studies
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2/3 of studies have 2+
experts with SA > 0.05
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Number of experts with statistical accuracy > 0.05



The benefit of performance weighting

_ Statistical accuracy Information 3 Combined score
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Looking at combined scores:
PWi > PWg 14 studies
PWi=PWgin 13 studies
PWi = best expert 12 studies



The benefit of performance weighting

_ Statistical accuracy Information 3 Combined score

1.00

025 *

Looking at combined scores:
PWi > PWg 14 studies EW is the best in 1 study

PWi=PWgin 13 studies
PWi = best expert 12 studies



Geometric mean of ratios over all studies
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Geometric mean of ratios over all studies
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sample...?
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What about out-of-sample performance?

* True out-of-sample validation is rarely possible.

e Alternative methods

* ROAT (Clemen 2008, Cooke 2008, Lin and Cheng 2008, Lin and Cheng 2009
Cooke 2011)

* 50/50 splits (Cooke 2008)
« Sampling 70/30 splits; test set at least 8 (Flandoli 2011)
* Looking at all possible training/test splits (Eggstaff 2014)



PWSa and EWSa by % training set,
averaged over all studies
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PWInt and EWInf by % training set,
averaged over all studies
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PWComb and EWComb by % training set,
averaged over all studies
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Choosmg a summary measure is a tncky balance




Out of Sample Validity Index: use training sets that
are 80% of the entire set of calibration variables.

* The expert weights have low volatility.

* The expert weights more closely resemble the weights used in the
actual study based on all calibration variables.

* For studies assessing 5-, 50- and 95-percentiles on 10 calibration
variables, the possible statistical accuracy scores range over a factor
31, which is ample for distinguishing EW and PW.



Geometric mean of ratios over all studies
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Example study: UK AMR

PWComb-EWComb
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Example study: UK AMR
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Example study: San Diego
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Example study: San Diego
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How can we improve OOSVI?

* Number of experts?

* Number of calibration variables?
* 3vs 5 quantiles?

* Plenary vs. 1-on-17?



How can we improve OOSVI?

* Number of experts? No
* Number of calibration variables? No
* 3vs 5 quantiles? No

* Plenary vs. 1-on-1? No

| BESA<0.05 | BESA>0.05

OO0SVI 1.14 1.54

| SBESA<0.05 | SBE SA > 0.05

OO0SVI 1.17 1.64

Good OOSVI
depends on good
experts




What comes next?

* We need OOSV with item weights.

* Surely there’s something to say about study covariates and in/out-of-
sample performance...

* The “updated” dataset is already woefully out of date.



Thanks!



