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Classical Model (1991)

• In addition to vbls of Interest, Experts give 
quantiles on seed vbls FROM THEIR FIELD
[~10] whose values are known post hoc

• Experts scored wrt calibration (statistical 
accuracy) and informativeness

• Performance based weights (PW)  (asymptotic 
strictly proper scoring rule) compared with 
Equal Weights (EW)

• Data sets from ~ 100 studies available



33 
Applications 

post 2008



Combined score (calibration * information) 
Performance & Equal Weights  

pre 2008 post 2008

In-sample validation



Averaging Quantiles?(Lichtendahl et al 2013)

F and G : CDFs from experts 1 and 2; f, g densities. HW , hw = CDF and 

density of the result of averaging the quantiles of F, G. Then

HW-1(r) = ½ ( F-1(r) + G-1(r) ).

1/hw(HW-1(r) = ½ (1/f (F-1(r)) + 1/g(G-1(r))),                         

2

hw(HW-1(r))  =   .  

(1/f (F-1(r)) + 1/g(G-1(r))) 

= Harmonic Mean



The harmonic mean of 0.01 and 0.99 is 0.0198. Consider a flexible and tractable class 
of distributions on [0,1] (a>1, b>0):





Summary In-sample performance

NoOpt EW PWg Pwi BE 2ndBE HW

NoOpt 1.000 1.700 0.523 0.453 0.911 0.894 19.183

EW 0.588 1.000 0.308 0.266 0.536 0.526 11.283

PWg 1.911 3.249 1.000 0.865 1.740 1.708 36.657

Pwi 2.210 3.757 1.156 1.000 2.012 1.975 42.391

BE 1.098 1.867 0.575 0.497 1.000 0.982 21.065

2ndBE 1.119 1.902 0.585 0.506 1.019 1.000 21.461

HW 0.052 0.089 0.027 0.024 0.047 0.047 1.000

Geomean ratios (row/col) of combined scores for all post 2008 studies



1. Conundrums in Literature ROAT & CODE

2. Cross-Validation

3. New data

4. Explaining OoS Validity



Remove-One-at-a-Time 

• Expert 1 Pheads = 0.8   Expert 2 Pheads = 0.2
• Weights w1/w2 = likelihood ratio Ex1 / Ex2
N Heads & N Tails, 
LR = 0.8N × 0.2N / 0.2N × 0.8N = 1.
Remove one H, LR = 0.2/0.8 = ¼ = w1/w2

PDM
heads = (1/5) × 0.8 + (4/5) × 0.2 = 0.32. 

PDM
tails = 0.32. 

PDM
heads used to predict Heads

PDM
tails used to predict Tails

N=10, LR PW/EW = (0.32/0.5)10 = 0.012.



Lin and Cheng (2008) examined 28 of the 45 studies and found PW significantly out performing 
EW, although PW's out-of-sample performance was degraded. Lin and Cheng (2009) used ROAT 
on 40 studies finding no significant difference between PW and EW. These publications do not 
report that their code has been vetted against EXCALIBUR, and there are very large differences 
between Lin and Cheng 2008 and Cooke and Goossens 2008

  Lin&Cheng study  

Lin & Cheng 

Parameters 

  

TUD 

Calbr 

Vbls / 

eff nr 

Lin and Cheng 

2008, Table 1 

"within sample" 

Cooke and 

Goossens 2008 

Table 1 

   NAME # expert #calibration vbls 

 

PWComb EWComb PWComb EWComb 

1 Acrylonitrile 7 10  Same 0.47 0.44 0.764 0.423 

3 Dike ring 17 47  Same 0.42 0.03 0.2456 0.03768 

4 Flanges 10 8  Same 0.6 0.2 0.905 0.4274 

5 Crane risk 8 10 12/11 0.93 0.28 1.148 0.345 

6 Groundwater 7 10  Same 0.95 0.05 2.106 0.158 

7 Space debris 7 26  26/18 6.0E-06 0.13 0.25 0.14 

8 Composite materials 6 12 Same 0.55 0.21 0.39 0.111 

10 Dry deposition 8 14 Same 0.48 0.003 0.697 0.001 

11 Atmospheric dispersion 8 23 Same 0.38 0.18 0.9785 0.129 

12 Early health effects 7/9 15 Same 0.06 0.01 0.0496 0.01153 

14 Soil transfer 4 31 Same 1.0E-06 1.0E-07 1.0E-04 9.7E-05 

15 Wet deposition 7 19 Same 0.11 0.002 0.113 0.00073 

20 Movable barriers 8 14 Same 0.06 0.13 0.535 0.125 

21 Real estate 5 31 Same 0.7 0.001 0.6296 0.0009 

22 River dredging 6 8 Same 0.54 0.18 0.447 0.185 

23 Sulpher trioxide 4 7 Same 2.53 0.3 0.547 0.294 

 

c



The out-of-sample code of Flandoli et al (2011) has errors in optimization and scaling. 
Two of the 4 cases analysed had 15 and 16 calibration variables, enabling comparison 
with results from the Eggstaff code. Flandoli et al draw 500 random samples from 
training sets of fixed size and compute the scores on the complementary tsest set. The 
EW scores agree reasonably, but the PW scores do not.

 

PW EW 

Sa Inf Comb Sa Inf Comb 

Pbearl  

8 training,  

7 test 

Eggstaff  0.149 0.617 0.072 0.271 0.167 0.046 

Flandoli Table 8 0.229 0.407 0.093 0.273 0.167 0.046 

Vesuvius 
8 training 

8 test 

Eggstaff 0.277 1.176 0.240 0.520 0.756 0.383 

Flandoli Table 4 0.449 0.896 0.377 0.519 0.720 0.365 
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Out-of-sample Cross Validtion

• N seed vbls

• K < N training set; N-K test set

• WHICH K?

• K small, low power to resolve experts

• K large, low power to resolve DM

• K = N-1, ROAT  bias

• K = N/2…all k-tuples Law of Large Numbers??



Eggstaff et al

• For K = 1….#seeds = N;

– Initialize on EACH training sets size K

– Score PW and EW on each test set

– For given K average PW and EW scores

• Aggregate over all K by

– Arithmean of PW-EW [affected by statistical 
power loss as K ↗ ]

– Geomean of PW/EW [better, dimensionless]



%(PW > EW) = 73% (Eggstaff et al) 

Smallest to largest # seeds Smallest to largest # seeds

Study nr                                                                                           Study nr                  



Average over all studies per % training set size of the 
average PWSa and average  EWSa
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Average over all studies per % training set size of 
the average PWInf and average  EWInf
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Variance of experts’ combined score
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Overall variance in experts’ combined 
score
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Biol_Agents

Left,  differences of combined scores for PW and EW for all training sets, from 

size 1 to size 10. Right, combined scores of PW and EW averaged per training 

set size, 
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San Diego

Left, differences of combined scores for PW and EW for all comparisons, from size 1 to 

size 11; Right, combined scores of PW and EW averaged per training set size, 
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Average PWComb /Average EWComb for % training sets



For each percentage split of 50% or more, 
the null hypothesis would be rejected.





Best expert Sa vs. OoSVI 2nd best expert Sa vs. OoSVI

EW Sa vs. OoSVI PWglobal Sa vs. OoSVI



OoSVI improves when 
BESa and SBESa > 0.05



Conclusions 

1. Use OoSVI to study out of sample validity

2. Hypothesis: 

H0 : PWgs not better than EW: P(OoSVI >1) = 0.5, 
studies independent

P(H0 | 33 studies) = 0.001.

P(H0 | all data) = 2.5E-5





33 post 2006 studies  were contracted and overseen by inter alia the Robert Wood 
Johnson Foundation, US EPA, US NOAA, US DHS, Public Health Agency of Canada, 
PrioNet (Canada), Sanguin, British Government, European Community, NUMO (Japan), 
and Bristol University (UK). 
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Variation of expert weights under one-at-
a-time seed variable exclusion.



Distribution of number of calibration variables (vertical axis) in Eggstaff et al 
2014 and the present study. The horizontal axis is study number.
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Isolate the growth of PWComb that is not 

due to decreasing statistical power
PWComb(t,s) = PW combined score on training set t of study s. 

Av#t=k PWComb(t,s) = average of PWComb(t,s) over all training sets of size k of study s. 

Similar for EWComb. 

Fix s and fixing training size t; EWSa(t,s) and EWInf(t,s) are nearly independent: Mean and 
standard deviation over all studies and all training percentage sizes of  

Av#t=kEWComb(t,s) - Av#t=kEWSa(t,s)  Av#t=kEWInf(t,s) = (-4.3E-4, 6.5E-4). Therefore, for all s 

PWSA(t,s)                      PWInf(t,s)                       Av#t=k PWComb(t,s)

Av#t=k    = 

Av#t=k EWSa(t,s)         Av#t=k EWInf(t,s)         Av#t=k EWSa(t,s) Av#t=k EWInf(t,s)

Because of independence, RHD  differs very little from 

Av#t=k PWComb(t,s)

 .

Av#t=k EWComb(t,s)


